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METHODS FOR SEGMENTING IMAGES AND
DETECTING SPECIFIC STRUCTURES

RELATED APPLICATIONS

This application is a U.S. National Phase of International
Application No.: PCT/FR2010/050218, filed Feb. 10, 2010,
designating the U.S., and published in French as WO 2010/
097534 on Sep. 2, 2010 which claims the benefit of French
Patent Application No. 09 51289 filed Feb. 27, 2009.

FIELD OF THE INVENTION

The present invention relates to a method for segmenting
images, a method for detecting particular structures, and a
related computer device.

BACKGROUND OF THE INVENTION

The invention applies to the field of medical imaging, and
more particularly the field of positron emission tomography
(PET).

Today, physicians use medical imaging to establish a diag-
nosis, in oncology, for example, or as therapeutic treatment in
radiotherapy. The imaging devices, for example X scanner
(CT for Computed Tomography), magnetic resonance (MRI)
or PET, produce images supplying anatomical or functional
information. The images undergo image processing algo-
rithms so as to help the physician in establishing his diagno-
sis. One image processing consists of a segmentation opera-
tion aiming to group together pixels of the image according to
predefined criteria. The pixels are thus grouped together in
regions that constitute a partition of the image, for example to
visualize the organs or particular structures such as tumors.

Document FR-0505441 describes a method for segment-
ing a three-dimensional image or sequence of images com-
prising, in the performance order of the method, the following
steps:

dividing the image or sequence of images into a plurality of

regions; then

hierarchically linking the regions resulting from the divi-

sion so as to obtain the image or sequence of three-
dimensional images partitioned into regions of interest.

However, this segmentation method is not effective enough
to segment small structures such as tumors. In fact, the radio-
active concentration of the tracer is underestimated inside
these small structures. This effect is commonly called the
partial volume effect and is the consequence of the limited
spatial resolution and the chosen sampling.

SUMMARY OF THE INVENTION

The aim of the invention is to provide a tool and a method
for automatically drawing tumors making it possible to effec-
tively distinguish the tumoral zones, even small ones, from
healthy zones. The invention will facilitate image processing
by a nuclear physician or radiotherapist and thereby improve
his diagnostic effectiveness and/or train him, ifhe is a begin-
ner, in simulated or real data. The invention is not limited to
diagnosis in humans, but can also apply to animals.

To that end, the invention relates to a method for segment-
ing an image or sequence of three-dimensional images of the
aforementioned type, characterized in that the hierarchical
linkage step comprises a linkage step using shape and size
criteria for regions so as not to link small regions.
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According to particular embodiments, the method for seg-
menting an image or sequence of three-dimensional images
includes one or more of the following features:

the hierarchical linkage step also comprises a linkage step

of the regions without shape and size criteria for the
regions intended to link the regions into regions of inter-
est, without distinguishing by shape or size;

the step for linking the regions without shape and size of

the regions is done after the linkage step using shape and
size criteria of the regions and from the image or
sequence of images resulting from the performance of
this linkage step;

the hierarchical linkage step is a double linkage also com-

prising a linkage step without shape and size criteria for
the regions from the image or sequence of images
divided into regions resulting from the performance of
the division step;

the or each linkage step for the regions without shape and

size criteria of the regions comprises a step for calculat-
ing a linkage cost, between a region R, and a region R,
defined by:

Cost(R,Ry)=H(R ,R5)

H being a function depending on variations of the signal in
regions R, and R,; then a linkage step for the images accord-
ing to a minimum linkage cost rule;
the linkage step using shape and size criteria for the regions
so as not to link the small regions comprises a step for
calculating a linkage cost, between a region R, and a
region R,, defined by:

H(Ry, Ry)

CostRe Ry = RO (R GURG(RY)

H being the function depending on the variations of the signal
in regions R, and R,, F and G being functions respectively
dependent on the shape and size of the region; then a step for
linkage of the images according to a minimum linkage cost
rule;

the image or sequence of images comprises a plurality of
voxels and measurements for each of the voxels of a
variable of the image or sequence of images, during n
time intervals (n=1) and the segmentation method com-
prises, before the step for division into regions, the fol-
lowing steps intended to define the number of regions
separated during the division step:

a calculation of a local spatial variance map of said mea-
sured variable of the image or sequence of images, over
time and for each voxel of the image or sequence of
images; then

an automatic extraction of at least one core point of the
image or sequence of images, the core points being the
pixels of the minima of the local spatial variance map of
said variable; the number of core points extracted during
this step defining the number of regions of the image or
sequence of images divided at the end of the division
step;

the method comprises, after the step for automatic extrac-
tion of the core points and before the division step, a step
for extracting a temporal evolution of said variable of the
or each core point and an estimation of the global param-
eters of the noise, intended to calculate the linkage cost
during the hierarchical linkage step;

each region resulting from the step for division of the
image or sequence of images corresponds to a core point
resulting from the step for automatic extraction of the
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core points of the image or sequence of images and each
region groups together the pixels having a similar tem-
poral evaluation of said variable.

the method comprises a step for excluding a background of

the image or sequence of images comprising a step for
defining a threshold for the image or sequence of images
intended to extract a mask of the object from an image
acquired in transmission of the object so as to apply the
segmentation method only to the object;

the exclusion step of the background comprises a smooth-

ing step to maximize a contrast of the image in the small
regions of interest before the step for defining a thresh-
old;

said image or sequence of images is acquired beforehand

by an imaging device according to the positron emission
tomography technique;

the image or sequence of images of an object is an image or

sequence of images of an entire body, said segmentation
method segmenting the body according to a partition
into pharmaco-organs;

the body is animated by physiological movements either of

the periodic type, the period of which is reduced in
comparison with the acquisition duration of the image or
each of the images of the sequence, or the non-periodic
type; and

said variable represents the radioactive concentration at a

given moment of at least one active ingredient marked
and injected into the body, the set of voxels inside each
pharmaco-organ having pharmacological kinetics for
distribution of said active ingredient that are similar.

The invention also relates to a method for detecting at least
one particular structure over an image or sequence of images,
characterized in that it comprises the following steps:

segmentation of the image or sequence of images intended

to segment it into a plurality of regions of interest; the
segmentation of the image or sequence of images being
the result of the performance of a method for segmenting
an image or sequence of three-dimensional images of an
object as described above;

calculating a plurality of criteria to discriminate the par-

ticular structures to be detected for each region of inter-
est;

calculating an identification function depending on the

plurality of criteria for each region of interest, the iden-
tification function being a parametric function depend-
ing on a set of parameters;

and the plurality of criteria comprises a shape criterion for
the regions of interest so as to discriminate the particular
structures among the regions of interest.

According to specific embodiments, the method for detect-
ing at least one tumor on an image or sequence of images
segmented into a plurality of regions of interest includes one
or more of the following features:

segmenting the image or sequence of images into a plural-

ity of regions of interest is the result of the performance
of a method for segmenting an image or sequence of
three-dimensional images of an object having a linkage
step without shape and size criteria for the regions after
a linkage step with shape and size criteria as described
above.

the method comprises a step for classifying regions of

interest according to a probability of being a particular
structure to be detected from the calculation of the iden-
tification function.

The invention also relates to a computer device for seg-
menting an image or a sequence of three-dimensional images
of an object acquired by an imaging device comprising:
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a means for dividing the image or sequence of images into
a plurality of regions;

a means for hierarchical linkage of the regions resulting
from the division so as to obtain the three-dimensional
image or sequence of images partitioned into regions of
interest;

characterized in that the hierarchical linkage means com-
prises a linkage means using shape and size criteria for the
regions so as not to link the small regions.

The invention relates to a computer device for detecting at
least one particular structure on an image or sequence of
images, characterized in that it comprises:

a device for segmenting the image or sequence of images as
described above intended to segment it into a plurality of
regions of interest;

a detection means comprising:
ameans for calculating a plurality of criteria to discrimi-

nate the particular structures to be detected for each
region of interest; the plurality of criteria comprising
a shape criteria for the regions of interest so as to
discriminate the particular structures among the
regions of interest;

a means for calculating an identification function
depending on the plurality of criteria for each region
of interest, the identification function being a para-
metric function depending on a set of parameters.

According to specific embodiments, the computer device
for processing an image or sequence of three-dimensional
images of an object acquired by an imaging device includes
one or more of the following features:

the device includes:
ameans for automatic adaptation of a color palette for a

region of interest of the image or sequence of images
designated by an operator; the means for automatic
adaptation of a color palette being intended to help the
operator establish a diagnosis; and

a man-machine interface comprising a display means
intended to display information generated by the
automatic adaptation means of the color palette;

the man-machine interface comprises a display means for
displaying structures detected and classified by the
detection means;

the device comprises a quantification means for diagnostic
parameters in a structure designated by the operator, and
a comparison means for comparing the diagnostic
parameters between at least two images; and the man-
machine interface comprises a display means for dis-
playing diagnostic parameters and a result of the com-
parison done by the comparison means.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be better understood upon reading the
following description, provided solely as an example, and
done in reference to the appended drawings, in which:

FIG. 1 is a diagrammatic view of an image acquisition and
processing installation according to the invention,

FIG. 2 is a block diagram illustrating the method for seg-
menting an image or sequence of three-dimensional images
according to the invention,

FIG. 3 is an illustration of successive images obtained
during the performance of the segmentation method of an
image or sequence of three-dimensional images of a rodent
according to the invention, and
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FIG. 4is ablock diagram illustrating the method for detect-
ing at least one particular structure in an image or sequence of
images according to the invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

This invention applies to all types of images, for example
medical or more specifically oncology-related.

FIG. 1 shows an image acquisition and processing instal-
lation.

This installation allows a physician to establish a diagnosis
for a patient from an image or series of medical images for the
subject.

This medical image or sequence of images results from the
use of an imaging device 102 on an object or subject 104. This
imaging device 102 comprises acquisition means 106 and a
computer system 108. This computer system 108 is intended
to steer the acquisition means 106 and to reconstitute the
images using a reconstruction algorithm.

The imaging device 102 is, for example, an X-ray scanner,
a magnetic resonance imaging (MRI) system or a positron
emission imaging (PET) system.

In the case of PET imaging, the algorithms reconstruct, for
all or part of the subject’s body 104, the distribution of a
radioactive tracer in the form of a two- or three-dimensional
image. The images thus obtained are called “raw” 109
because they have not undergone any processing aside from
their reconstruction by the image reconstruction algorithm.

Then, to facilitate the physician’s diagnosis, the “raw”
images 109 are processed by different algorithms integrated
into a computer device 110 intended for example to segment
the image or sequence of images 109, or to detect particular
structures in the image, such as tumors.

To that end, the computer device 110 comprises a means
114 for segmenting an image, performing, via a processor, a
segmenting method, according to the inventive method that
will be described below, intended to partition the raw image
or sequence of images 102 into a plurality of regions of
interest, for example for the organs, forming a segmented
image or sequence of images 116.

Moreover, the computer device 110 has a detection means
118 for detecting at least one particular structure, for example
a tumor, on a segmented image or sequence of images 116.
This detection means performs, via the processor, a detection
method according to the invention, which will be described
later.

The image or sequence of images, processed beforehand
by the segmenting means 114, is then analyzed by the detec-
tion means 118, which detects the particular structures such
as tumors in the segmented image or sequence of images 116.
Theresult of this analysis forms a so-called “analyzed” image
or sequence of images 120, which shows the particular struc-
tures detected.

In order to visualize the raw image or sequence of images
109, segmented 116 or analyzed 120, a man-machine inter-
face 119, having a display means, for example a screen, is
integrated into the computer device 110.

Furthermore, for the operator to be able to interact with the
computer device 110, its man-machine interface 119 has an
information input means relative to the processing of an
image or sequence of images 109 or 116, intended to enter
information to perform the processing of the image or
sequence of images. The input means is for example a key-
board and/or a movement device for a virtual cursor visual-
ized on the display means.
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Lastly, after having performed the processing on the image
or sequence of images, the operator can display the seg-
mented or “analyzed” image or sequence of images 116 using
the man-machine interface display means 119. In addition to
the visualization of the PET image in the three cardinal direc-
tions (axial-sagittal-coronal), the computer device 110 helps
the doctor improve the efficacy and rapidity of his diagnosis
comprising means 122 for automatically adapting a color
palette, quantifying 126 diagnostic parameters and a means
128 for comparing these parameters between two images 120,
and a display means 130, 132, incorporated into the man-
machine interface 119, information created by these means
122, 126 and 128, the operation of which is described below.

Generally, the choice of a color palette for the image takes
time from the nuclear physician, and a poor palette risks
causing tumors to be missed. On a PET image, the color
palette is formed by a plurality of colors, for example from
white to black, respectively corresponding to minimum P,,,,,
and maximum P,,,, levels of the palette and associated with
the minimum value I,,, and maximum value I, of the
image’s intensity. Each color corresponds to a range of values
of the intensity of the pixels of the image or sequence of
images.

In order for the physician to perform the analysis himself or
verify the analysis using the detection means 118 of an image
concerning a particular structure, for example a tumor, the
physician selects the structure, for example by clicking on it
using a virtual pointer, then validates by actuating a button.
The automatic adaptation means 122 of the color palette then
calculates the maximum value R, of the variable measured
in the PET image within the region of interest in a given radius
and the minimum value R ,;,, of the variable measured outside
the region in a given radius, for example 5 mm, around said
region. The minimum level P,,,, maximum level P,, . respec-
tively, of the color palette is then reassigned the minimum
value R,,,;,, maximum value R, ,, respectively, of the variable
previously calculated in the region of interest. The colors
between the black and white are recalibrated regularly
between the maximum and minimum values.

This automatic adaptation means 122 of the color palette of
the image is extremely useful for the nuclear physician: it
accelerates and improves the detection task, and conse-
quently the establishment of a diagnosis.

The detection means 118 uses a detection method, accord-
ing to the invention. It will be described hereinafter. By car-
rying out this method, regions of interests, called candidates,
are detected, and a classification is established according to
their probability of being particular structures, such as
tumors.

The display means of the detected structures 130 allows the
operator to see all of the candidates, i.e. the regions of interest
that seem to be a tumor, for example, betweenarank N, and
rank N, . of the classification established by the detection
means 118. The candidates are for example identified by
arrows or by a color spot in the image. A code, for example a
color code, is intended to immediately visualize their rank in
the classification.

After having identified the particular structures, such as
tumors, a quantification means 126 calculates quantitative
diagnostic parameters known and used by the physicians to
more precisely analyze the particular structures, for example
to perform medical follow-up. The diagnostic parameters are,
for example: the mean or maximum SUV (Standard Uptake
Value), the volume of the region, or the total amount of
activity in the region.

Furthermore, in the context of medical follow-up during
treatment, for example, a comparison means 128 makes it
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possible to compare the values of the diagnostic parameters
calculated by the quantification means 126 on two different
images.

These parameters and the result of the comparison are
visualized by the physician on the information display means
132.

According to one embodiment, the computer system 108 of
the imaging device 106 includes the image processing device
100.

FIG. 2 shows a segmentation method 200 for segmenting a
three-dimensional image or sequence of images 109 of a
subject 104, so as to obtain a three-dimensional image or
sequence of images partitioned into regions of interest 116.

The image or sequence of images 109 acquired by the
imaging device 102 comprises a plurality of voxels and mea-
surements for each of the voxels of a variable of the image or
sequence of images 109, during n time intervals (n=1).

FIG. 3 is an illustration of the successive images obtained
during the performance of this segmentation method 200 on
an image of a rodent obtained by the PET imaging technique.
In the case of this technique, said measured variable is the
concentration of the tracer. When the measurement is done as
a function of time, this variable is called pharmacokinetic and
the regions of interest are called pharmaco-organs. In this
embodiment, the PET emission image is static and the struc-
tures to be segmented are tumors.

The outline of the regions of interest assumes that each
organ has a homogenous behavior for a given tracer.

“Pharmaco-organ” thus in a known manner refers in this
description to a structure of the organism whereof all of the
elements have an identical response to a tracer. Consequently,
a “pharmaco-organ” is a structure within which the concen-
tration of the tracer is homogenous.

Inreference to FIGS. 2 and 3, the segmentation method 200
comprises three successive phases: a phase for preparing the
image or sequence of images, a phase for dividing the image
into regions of interest, and lastly a linkage phase.

During the phase for preparing the image or sequence of
images, a step for extraction from a background 202 is done.

In fact, the image or sequence of images 109 acquired by
the image acquisition device 102 has two zones, one associ-
ated with the subject 104 and the other showing a background.
Outside the body, the PET image only contains noise, recon-
struction artifacts and zones not of diagnostic interest (the
bed, the patient’s gown, etc.). This background can therefore
be eliminated from the segmentation without damage, which
accelerates it and decreases the risk of error.

In aknown manner, the image or sequence of images is first
smoothed before being segmented by a Gaussian function
whereof the full width at half maximum maximizes the con-
trast ratio on the noise at the tumors.

To extract the background, a transmission image is
acquired before or after the emission image on a PET system,
s0 as to correct the emission image from the attenuation of
photons by the patient’s body. A threshold value is defined on
this transmission image at an intermediate attenuation value
between the air and the soft tissue and makes it possible to
remove a mask from the body’s tissues, only keeping the
voxels whereof the value is greater than said threshold value.
During this removal of the mask from the body’s tissues, all or
part of the lungs and the lumen of the intestine can be
excluded from the mask. These regions being located inside
the body, they are bordered with tissues and not connected to
the outside of the body. The mask of the background 202-A to
be excluded from the segmentation is therefore calculated as
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the largest connected component (within the meaning of the
mathematical morphology) of the opposite of the mask of the
body’s tissues.

The segmenting method 200 also comprises a step 206 for
calculating a local spatial variance map 204-A of said vari-
able, for example the PET signal (activity or concentration of
the tracer), incorporating the temporal variation of the signal.
Such a variance is calculated for each voxel of the image or
sequence of images 104.

The variance of the noise in the PET image is assumed to be
equal to g, *=a’xS, xDC/A, if the image has been recon-
structed with an iterative reconstruction algorithm (SI for
“Statistical Iterative”), and an:(xszCt/At if the image has
been reconstructed by filtered back projection (FBP), where
Gn,tz andS, ,and S, ,are respectively the variance of the noise
and the signal without noise at voxel n and time t, and where
A, is the duration of the time frame t and DC, is the factor
accounting for the increase in the noise due to the radioactive
decrease. Factor o is assumed to be stationary in space and
time. It is therefore assumed to be equal to a’=Axa, */
(S, . ~<DC,) (SI) and azzAtxon,tz/DCt (FBP), and is estimated
in the regions of the image not affected by the partial volume
effect by:

roL A N W
T # (V-1 Mt
l=t=T J€Vn (sn
1 A, )
bn=gx E ‘[# =T % 2, (i ) ] ’
l=t=T J&Vn

(FBP)

where V,, is a cubic neighborhood of the voxel n, for example
size 3x3x3 for tumor detection, ., is the activity or average
pharmacokinetics over V,, and an estimate of the signal S,.

The value T, partially reflects the noise, and in part the
partial volume and/or the physiological movements. I',, is the
minimum and is a good approximation of > when V,, is not
affected by the partial volume effect or by the physiological
movements, and reaches local minima in the core of the
organs.

T, takes into account the local variations of kinetics in the
vicinity of the voxel n, corrected by the dependency of the
noise on the signal DC, and at A,.

T, is calculated for each voxel n inside the mask ofthe body
delineated in the extraction step from the background 202.

The local minima of the local spatial variance map of the
PET signal are then extracted, during the performance of an
automatic extraction step 206 of at least one core point of the
image or the sequence of images 104. The core points are the
pixels of the minima of the local spatial variance map of said
variable. The set of these pixels 206-A is denoted
A={nlVjeV,I',<T}.

After extraction of the core points, an extraction step 208 is
performed for a temporal evolution 208-A of said variable at
each core point. An estimate of the overall parameters of the
noise is also done.

The processor calculates the local pharmacokinetics and
estimates global parameters of the noise (i.e. &) in a vicinity
of the core points (of the set A). The neighborhood used to
calculate the activity concentration or the pharmacokinetics
within a small region, e.g. a tumor, is of a reduced size to limit
the partial volume effect. The parameter o is estimated using
the smallest values of the set {c,, ImeA}.
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The second phase of the segmentation method 200 com-
prises a step 210 for dividing the image or sequence of images
104 into a plurality of regions 210-A. The number of core
points extracted during the automatic extraction step 206 of at
least one core point defines the number of regions of the
image or sequence of images partitioned at the end of the
division step 210.

To that end and in a known manner, a so-called “fast march-
ing” method is used to simultaneously extract the active con-
tours of minimal energies that join each voxel meA to all of
the voxels in its neighborhood. The voxel n is aggregated to
the voxel meA that minimizes the active contour of the mini-
mal energy that joins the two voxels m and n.

To avoid the superfluous calculation of as many maps as
voxels belonging to the set A, the energy maps of original
active contours of all of the elements A are calculated simul-
taneously and competitively on the same map, according to
the principle that a voxel is associated with the voxel of A
whereof the energy map reaches it first.

The PET image of the subject is then partitioned into as
many regions as there are voxels in the set A, i.e. core points,
each region being a connected component.

Lastly, the last segmentation method phase 200 includes a
step 212 for hierarchical linkage of the regions resulting from
the division step 210 so as to obtain the three-dimensional
image or sequence of images partitioned into regions of inter-
est 212-A.

With a view to detecting tumors, the tumors must be pre-
served during the linkage, i.e. not be linked. However, the
apparent contrast of the small tumors in a PET image is much
lower than their actual contrast, due to the Partial Volume
effect. In fact, the smaller a tumor, the more it appears in a
spherical form in the PET image.

This is why the hierarchical linkage step 212 comprises
two successive linkage steps, one 214 using shape and size
criteria of the regions to not link the small regions, and the
other without 216, without shape and size criteria of the
regions, of the regions into regions of interest, without shape
or size distinction.

In a known manner, during the hierarchical linkage step
212, alinkage cost between two regions is calculated from the
evolution over time of said variable in each core point and the
estimation of the global parameters of the noise extracted
during the extraction step 208.

Then, according to a hierarchical linkage algorithm, the
regions are linked according to a minimum linkage cost rule
creating a new region or aggregate of regions. The linkage
costs of the regions two by two are updated (recalculated) at
each linkage step and until a number of regions predeter-
mined by the operator exists. In addition, the linkage cost for
a pair of regions or aggregates of regions that are not con-
nected is still infinite.

The linkage cost, between a region R, and a region R, is
defined:

for the linkage step 216 without shape and size criteria of

the regions, by Cost(R,R,)=H(R,,R,), where H is a
function dependent on the variations of the signal in
regions R, and R,, and

for the linkage step 214 with shape and size criteria of the
regions, by
Cost(Ry, R,) = H(Ry, R)

F(ROF(R)G(R)G(Ry)
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where F and G are functions depending respectively on the
shape and size of the region.
The linkage cost between the two regions therefore com-
prises:
a term taking into account the difference in activity and/or
possibly time course between the two regions, the func-
tion H,
a term related to the shape of each of the two regions, the
function F, and
a term related to the size of each of the regions, penalizing
the linkage of small regions, the function G.
In a known manner,

1
HA B)= 2= 3 (tnge — Hing )

l=t=T

where m, and my are the core points of regions A and B
whereof the local spatial variance of the variable is minimal,
ie.

my = argmin(l’,) and mp = argmin(l’,).
=3

meA ms

The size criterion for a region is its volume.

The shape criteria for a region is the surface to volume
ratio: SYS/V. This criterion is independent of the size for a
sphere or a cube. It is higher when the region is non-spherical
and irrespective of the size of the region. However, it varies
little (from 1 to 10) compared to the volume (variation from 1
to 100,000), which is why this ratio is at a significant power,
for example 4, to generate a deviation between the spherical
structures and the structures with more tortured shapes.

In this first alternative, in order to prevent this preservation
of the small tumors from harming the linkage of several
regions corresponding to the same tumoral focal point, the
linkage is conducted in two steps carried out successively by
the processor:

a) a linkage of the regions does not correspond to tumors,
keeping a high number of regions R, i.e. according to the
linkage step 214 with shape and size criteria for the
regions, and

b) a linkage from the segmentation image with R regions
resulting from step a) making it possible to link regions
corresponding to the same tumor, according to a linkage
step 216 without shape and size criteria of the regions.

According to another embodiment, the hierarchical link-
age step 212 is adouble linkage comprising a linkage step 218
without shape and size criteria of the regions from the image
or sequence or sequence of images divided into regions
resulting from the performance of the division step 210 and
parallel to the linkage step 214 using shape and size criteria of
the regions from the same image or sequence of images
followed by the linkage step 216 without shape and sizes
criteria of the regions from the image or sequence of images
resulting from the performance of the linkage step 214 with
shape and size criteria of the regions preceding it.

This second alternative makes it possible to prevent this
preservation of the small tumors from stopping the formation
of regions corresponding to the organs, due to the introduc-
tion of the shape criterion adapted to the tumors, the processor
performs a double linkage, i.e. one for the organs and one for
the tumors.
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Two different linkage steps are then conducted in parallel
from the image partitioned into regions of interest following
the performance by the processor of the step 210 for dividing
the image:

for segmentation of the organs, the linkage step 218 with-

out shape and size criteria of the regions will be carried
out by the processor, and

for segmentation of the tumors, the processor will perform

the linkage in two steps 214 then 216 described in the
first alternative.

For the detection of tumors, it is important to keep not only
all of the regions before the linkage, but also the regions
generated at the end of a linkage step 214 and/or 216.

If'the segmentation is done after linkage without shape and
size criteria 216, 2M-1 regions are kept at the end of the
hierarchical linkage step 212, where M is the number of
points extracted during the performance ofthe extraction step
206 for extracting core points.

However, the first linked regions have little chance ofbeing
tumors. To limit the detection to the regions whereof the
likelihood of being a tumor is the strongest, it is possible to
start from an intermediate segmentation image resulting from
a first linkage step.

Thus, if the segmentation is done with a linkage step 214
using shape and size criteria for the regions, 2R-1 are kept at
the end of the hierarchical linkage step 212, where R is the
number of regions resulting from the first linkage step 214
with shape and size criteria of the regions.

FIG. 4 is a block diagram illustrating the method 400 for
detecting at least one particular structure on an image or
sequence of images according to the invention. For example,
the method for detecting specific structures is carried out by
the processor so as to detect tumors.

This detection method 400 first comprises a step 402 for
segmenting the image or sequence of images intended to
partition it into a plurality of regions of interest. The perfor-
mance of the segmentation step provides a hierarchical
description of the regions delimiting the structures. Either the
operator extracts a segmentation image therefrom comprising
a number N of regions (N being large enough), or he uses
2M-1 or 2R~1 regions generated by the hierarchical linkage
step 212. Preferably, the operator uses the 2R-1 regions gen-
erated by the linkage step 216 without shape or size criteria of
the regions made after the linkage step 214 with the shape and
size criteria of the regions.

The detection method 400 for detecting a particular struc-
ture also has a step for calculating a plurality of criteria 404 to
discriminate between the particular structures to be detected
for each region of interest. During its performance, the pro-
cessor calculates the criteria selected for tumor detection.
These criteria are the following, for each region i

criteria related to the activity:

the contrast is calculated as (u,-v,,)/v,, where y,, is the
average of the activity within the neighborhood V,, of
the voxel n and where v, is the median of the activity
on the periphery of the tumor at a distance from the
edges thereof situated between 2 and 4 times the full
width at half maximum of the resolution of the PET
image.

-
am =54
"

i

the contrast on noise is calculated as (u,,-v,,)/(v,x0,,),
where an:aszCt/At, for each voxel n, for a PET
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image reconstructed by an analytical algorithm and
o,2=a*xv,xDC /A, for an image reconstructed by an
iterative statistical algorithm. The constant factor o
being calculated in the PET image during step 4 of the

segmentation.
]
o) =
2(0) vy

a criterion for distinction between tumors and noise points.
In order to distinguish between tumors and noise points,
the PET image without post-smoothing undergoes a
convolution by a Gaussian whereof the full width at half
maximum is made to vary between 0 and three times the
full width at half maximum, which maximizes the con-
trast to noise ratio. For each level of smoothing, the local
minima of the image I',, are extracted. For each mini-
mum extracted in the smoothing that maximizes the
contrast to noise ratio, the full width at half maximum
(FWHM) for which this minimum appears in the other
images is extracted. The greater this interval, the more
the extracted minimum corresponding to the region at a
low probability corresponds to a noise peak. The
expanse of this interval FWHM, . (1)-FWHM, , (i) is
therefore used as selection criterion.

C3(O)FWHM 0 ())-FWHM 15,1

size and shape criteria, as previously defined and used
during performance of the segmentation method accord-
ing to the invention:
the surface to volume ratio. In fact, the tumors are
regions of greater activity, therefore with a higher
signal to noise ratio than in a homogenous zone. Con-
sequently, the contours of the tumors are smoother
than those of the regions associated with the noise
peaks. The small tumors appearing as spheres in the
PET images have a high sphericity criterion. This
sphericity criterion is lower for larger tumors with a
less spherical shape, but this loss of sphericity is offset
by a contrast and a high contrast to noise ratio. The
sphericity criterion is as follows:

. Vi
Cali) = ——.

SVS;

the volume. In fact, the smallest tumors are greatly
affected by the partial volume effect, which decreases
their apparent contrast with the surrounding tissues.
The main purpose of this detection criterion: C5(7)=1/
V, is to offset the loss of contrast of a tumor due to a
smaller size.

. Vi
Cal) = ——.

SVS;

A criterion of number of points extracted in the tumor
during the extraction step 206 for extracting core points
of the segmentation method 200, so as to separate the
tumors from large organs (heart, liver, kidneys).

For tumors, this number of extracted points is smaller
(rarely more than three) than in the organs (often more
than three). N, being the number of core points extracted
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in the tumor during the extraction step 206 of the core
points of the segmentation method 200,

. 1
Cold) =

An appearance criterion for the kinetics. The tumors and
the inflammatory zones on a dynamic PET image are
differentiated according to the pharmacokinetics mea-
sured in the regions. They are therefore separated by this
kinetics appearance criterion:
if the kinetics only contains two time points, the slope

increases in the tumoral regions. The corresponding
criterion is then:

Co(i) = Hi,l — Hio
il + o

if the kinetics contains many time points, the kinetics
extracted in a region is compared to a set of kinetics
11, specific to the suspected type of cancer, and:

|

The computer device thus calculates, for each region i, a
series {C,()}, . 0 criteria, supposed to assume high values
for the regions corresponding to structures to be detected and
lower values for the other regions.

A step 406 is then carried out for calculating an identifica-
tion function depending on the plurality of criteria for each
region of interest. The processor calculates the identification
function

(k)
Hi

k
el

. . Hi
C7(i) = min|||— —
T [H Mzl

J
JllCiDh L y) = D 0% €
=1

which depends on the plurality of criteria for each region of
interest. The identification function is a function parametri-
cally depending on a set of parameters ©={0},_._, the
parameters 6, being the weights allocated to each criterion
C(i). The parameters ©®={0,},_._, can be constant on the
image, but also constant by pieces (for example, constant
within each organ) or can vary continuously over space (for
example, according to a probabilistic atlas describing the
organs).

Then the regions are sorted during a step for classification
of' the regions 408 by decreasing values of their identification
function fg({C{1)},.;.,), then a corresponding rank is allo-
cated to them. The structure to be detected is identified during
the performance of the identification step 410. Thus the
region of rank 1 will be the one most likely to be a structure to
be detected, for example a tumor.

According to another alternative, the identification method
400 is carried out to identify several different types of struc-
tures. To that end, different identification functions (1),
f(2), ..., f(L) are defined. It may happen that two or more of
these functions are the same, but with different parameter set
values ©. These identification functions will probably have
some shared identification criteria.
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The detection requires learning on a set B of images b
representative of the images in which one hopes to detect the
structures (e.g. tumors). These images must therefore contain
at least one of these structures, and preferably several. In the
images in the learning base B, the structures to be detected are
marked in one way or another as being the structures one is
looking for. In another alternative, one also marks other struc-
tures as not being structures one is looking for or, failing that,
considers that all of the unmarked regions are not structures to
be detected.

Considering all of the images of the learning base B, a
learning step 409 is performed and will not be described here.
The learning step 409 makes it possible, over a certain set of
images, to determine the set of parameters ® that optimizes
the detection of the structures.

The learning step can be conducted on several different
types of structures, for example metastasis, small tumor, large
non-necrotic tumor, necrotic tumor, aggregate of tumors.

The step for detecting these various types of structures is
done simultaneously: all of the identification criteria includ-
ing the 1(1), f(2), . . . , f(L) are functions are calculated for all
of'the regions. The identification ranks are then calculated for
each of these functions and each of these sets of parameters
estimated on the learning base.

According to another alternative, a competing detection is
done between the various identification functions.

In the case where the imaging device 102 is an imaging
device according to the positron emission tomography tech-
nique, the image or sequence of images of the object or
subject 104 is an image or sequence of images of an entire
body and the regions of interest resulting from the segmen-
tation method according to the invention are pharmaco-or-
gans, i.e. the regions of interest correspond to functional
organs. Said variable represents the radioactive concentration
ata given moment of at least one active ingredient marked and
injected into the body, the set of voxels inside each pharmaco-
organ having pharmacological kinetics for distribution of said
active ingredient that are similar.

In fact, the variations of the tracer concentration inside a
voxel are highly spatially correlated due to the existence of a
homogeneity continuum resulting not only from the PET
image reconstruction method, but also from the existence of
physiological regions that respond to the tracer identically,
regions called pharmaco-organs.

The kinetics are thus assumed to be homogenous within
each pharmaco-organ. This homogeneity, measured as the
opposite of the local variance, is maximal at the core of the
pharmaco-organs and minimal on the edges of said phar-
maco-organs. The main non-homogeneity factor of the PET
signal in a pharmaco-organ is the so-called “Partial Volume”
effect due to the limited resolution of the PET system.

The body can be animated by physiological movements
either of the periodic type, such as breathing, the period of
which is reduced in comparison to the acquisition duration of
the image or each of the images of the sequence, or of the
non-periodic type.

These methods for segmenting and detecting particular
structures and the associated computer device are intended to
help the nuclear physician, but in no case to replace him. The
detection method only presents regions sorted from most to
least likely to be tumoral. Here, this only involves the relative
probability of the regions relative to each other and does not
constitute a diagnosis, the final decision falling to the nuclear
physician. The method can be useful, non-useful or lead to
error, but it cannot commit diagnostic errors. [t is all the more
useful when the nuclear physician is a beginner or not very
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trained and in organs for which the sensitivity and specificity
of the diagnosis are weak without this tool.

This point is crucial, because it causes the number of
nuclear physicians per patient to decrease: it becomes essen-
tial to provide tools to help with diagnosis that accelerate and
reinforce the confidence in the physician’s diagnosis under-
going a major overload in terms of work and an increasingly
short time to read the PET image. This lack of qualified
personnel for oncology diagnosis will probably require
recourse to diagnosis by less qualified medical personnel
(nurses) or those not specialized in the area (radiologists). For
these people to be effective, they must be trained. The method
makes it possible to train the user en route by drawing his gaze
towards the zones of the image that are most probably tumors.

The segmentation method is used to automatically delimit
the contour of the tumors in the PET oncology images. Then
the automatic method for assisting with the detection of
tumors segmented by the segmentation method, based on a
sorting of the regions according to their likelihood of being a
tumor, makes it possible to improve the sensitivity and speci-
ficity of the diagnosis. Lastly, the computer device makes it
possible to perform the detection, delineation of the tumors
and extraction of diagnostic parameters (contrast, contrast to
noise, functional volume) from the automatic method for
assisting with detection.

These segmentation and detection methods for particular
structures and the associated computer device make it pos-
sible to:

first improve both the sensitivity, by decreasing the number
of false negatives, and the specificity, by decreasing the
number of false positives, of the diagnosis by the nuclear
physician, in particular in the difficult case of small
tumors with a contrast that is sometimes weak relative to
the background,

facilitate and accelerate the nuclear physician’s work by
navigation in the images, tumor detection, extraction of
quantitative diagnostic parameters,

lead a nuclear physician with little experience of lacking
practice to progress, on reference data, but also on his
own data, by guiding his gaze toward the zones most
likely to be tumors, and

help the radiotherapist by offering a tool for delimiting
focal points and zones to be spared.

What is claimed is:

1. A method for segmenting a three-dimensional image or
sequence of three-dimensional images of an object so as to
obtain a three-dimensional image or sequence of images par-
titioned into regions of interest comprising, in order:

(a) dividing the image or sequence of images into a plural-
ity of regions in a computer system;

(b) hierarchically linking the plurality of regions to obtain
the image or sequence of images partitioned into regions
of interest in the computer system,

wherein step (b) comprises (b)(i) hierarchically linking the
plurality of regions based on a first linkage cost between
regions within said plurality of regions without linking small
regions corresponding to regions of interest, said first linkage
cost being calculated taking into account region shape and
region size criteria for the plurality of regions;

wherein step (b)(1) comprises (b)(1)(1) calculating a first
linkage cost, between a region R, and a region R,,
defined by:
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H(Ry, Ry)

CostRe Ry = RO (R GURG(RY)

wherein H is a function of the variations of the signal in
regions R, and R,, and F and G being functions of the region
shape and region size; and

linking the plurality of images according to a minimum first
linkage cost rule.

2. The segmenting method of claim 1, wherein step (b)
further comprises after the step (b)(i), a step (b)(ii) of hierar-
chically linking based on a second linkage cost between
regions within said regions of interest, said second linkage
cost being calculated without taking into account region
shape and region size criteria.

3. The segmenting method of claim 2, wherein step (b)(ii)
comprises

(b)(i1)(1) calculating said second linkage cost between a

region of interest R, and a region of interest R,, defined
by:
Cost(R1,R2)=H(R1,R2)

wherein H is a function of variations of the signal in the
regions of interest R; and R,; (b)(i1)(2) linking regions of
interest according to a minimum linkage cost rule.

4. The segmenting method of claim 1, wherein step (b)
further comprises, parallel to step (b)(i), a step (b)(iii) of
hierarchically linking based on a third linkage cost between
regions within said plurality of regions obtained after step (a),
said third linkage cost being calculated without taking into
account region shape and region size criteria.

5. The segmenting method of claim 4, wherein step (b)(iii)
comprises

(b)(iii)(1) calculating a third linkage cost, between a region

of interest R1 and a region of interest R2, defined by

Cost(R,Ry)=H(R ,R5)

wherein H is a function of variations of the signal in the
regions of interest R, and R,;

(b)(i1)(2) linking regions of interest according to a mini-
mum third linkage cost rule.

6. The segmenting method of claim 1, wherein the three-
dimensional image or sequence of three-dimensional images
comprises a plurality of voxels and measurements for each of
the voxels of a variable of the three-dimensional image or
sequence of three-dimensional images, during n time inter-
vals (nz1) and the segmentation method comprises, before
step (a), performing the following to define a number of
regions separated during step (a):

(1) calculating a local spatial variance map of a measure of
said variable of the three-dimensional image or
sequence of three-dimensional images, over time and for
each voxel of the three-dimensional image or sequence
of three-dimensional images;

(2) extracting at least one core point of the three-dimen-
sional image or sequence of three-dimensional images,
the core points being pixels of minima of the local spatial
variance map of said variable,

wherein the number of core points extracted during step (2)
defines a number of regions of the three-dimensional
image or sequence of three-dimensional images divided
at the end of step (a).

7. The segmentation method of claim 6, further compris-
ing, after step (2) but before step (a), extracting a temporal
evolution of said variable of each core point and an estimation
of'the global parameters of the noise, configured to calculate
the linkage cost during step (b).
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8. The segmenting method of claim 6, wherein each region
resulting from step (a) corresponds to a core point resulting
from step (2) and each region groups together pixels having a
similar temporal evaluation of said variable.

9. The segmenting method of claim 1, further comprising
excluding a background of the three-dimensional image or
sequence of three-dimensional images, wherein excluding
comprises defining a threshold for the three-dimensional
image or sequence of three-dimensional images configured to
extract a mask of the object from an image acquired in trans-
mission of the object so as to apply the segmentation method
only to the object.

10. The segmenting method of claim 9, wherein excluding
the background further comprises smoothing to maximize a
contrast of the image in the small regions of interest before
defining a threshold.

11. The segmenting method of claim 1, wherein said three-
dimensional image or sequence of three-dimensional images
is acquired beforehand by an imaging device according to the
positron emission tomography technique.

12. The segmenting method of claim 1, wherein the three-
dimensional image or sequence of three-dimensional images
of an object is an image or sequence of images of an entire
body, said segmentation method segmenting the body accord-
ing to a partition based on pharmaco-organs.

13. The segmenting method according to claim 12, wherein
the body is animated by physiological movements either of
periodic type, the period of which is reduced in comparison
with the acquisition duration of the image or each of the
images of the sequence, or non-periodic type.

14. The segmenting method of claim 12, wherein said
variable represents a radioactive concentration at a given
moment of at least one active ingredient marked and injected
into the body, and each pharmaco-organ having pharmaco-
logical kinetics for distribution of said active ingredient
includes a set of voxels that are similar.

15. The segmenting method of claim 1, wherein the hier-
archically linking step of (b)(1) comprises:

calculation of said first linkage cost between two regions
based upon size and shape of said two regions; and

linking of regions into a region of interest according to a
minimum first linkage cost rule.

16. The segmenting method of claim 1, wherein the step
(b)(1) of hierarchically linking the plurality of regions based
on the region shape and the region size criteria for the plural-
ity of regions, wherein the decision of aggregating regions of
the plurality of regions into a one of the regions of interest
depends on shape and size of said regions, so as not to link
small regions that thus become respective regions of interest.

17. A method for detecting at least one particular structure
in an image or sequence of images, the method comprising:

(a) segmenting the image or sequence of images into a
plurality of regions of interest according to claim 1;

(b) calculating a plurality of criteria to discriminate
between particular structures to be detected for each
region of interest;

(c) calculating an identification function based on the plu-
rality of criteria for each region of interest, the identifi-
cation function being a parametric function based on a
set of parameters;

wherein the plurality of criteria comprise shape criterion
for the regions of interest so as to discriminate between
particular structures among the regions of interest.

18. The method for detecting a particular structure of claim
17, wherein segmenting the image or sequence of images into
a plurality of regions of interest is performed according to
claim 2.
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19. The method for detecting a particular structure of claim
17, further comprising classifying regions of interest accord-
ing to a probability of being a particular structure to be
detected from the calculation of the identification function.

20. A computer device for segmenting a three-dimensional
image or sequence of three-dimensional images of an object
acquired by an imaging device comprising:

(a) afirst device configured to divide the three-dimensional

image or sequence of images into a plurality of regions;

(b) a second device configured to hierarchically link the

plurality of regions to obtain the three-dimensional
image or sequence of images partitioned into regions of
interest;
wherein the second device comprises (b)(i), a first link-
age device configured to hierarchically link the plurality
of regions based on a first linkage cost between regions
within said plurality of regions without linking small
regions corresponding to regions of interest, said first
linkage cost being calculated taking into account region
shape and size criteria for the plurality of regions:
wherein step (b)(i) comprises (b)(1)(1) calculating a first
linkage cost, between a region R, and a region R,
defined by:

H(Ry, Ry)

CostlRr. R) = R F R GURGURS)

wherein H is a function of the variations of the signal in
regions R, and R,, and F and G being functions of the
region shape and region size; and

linking the plurality of images according to a minimum
first linkage cost rule.

21. A computer device for detecting at least one particular
structure on an image or sequence of images, the device
comprising:

(a) a computer device, according to claim 20, for segment-
ing a three-dimensional image or sequence of images
into a plurality of regions of interest;

(b) a detector comprising:

(1) a first calculator configured to calculate a plurality of
criteria to discriminate between the particular struc-
tures to be detected for each region of interest; the
plurality of criteria comprising a shape criteria for the
plurality of regions of interest so as to discriminate the
particular structures among the plurality of regions of
interest;

(2) a second calculator configured to calculate an iden-
tification function based on the plurality of criteria for
each region of interest, the identification function
being a parametric function based on a set of param-
eters.

22. The computer detection device of claim 21 further
comprising:

(c) a first device configured to automatically adapt a color
palette for a region of interest of the image or sequence
of images designated by an operator, the device being
configured to help the operator establish a diagnosis; and

(d) an interface comprising a display configured to display
information generated by the automatic adaptation
device of the color palette.

23. The computer detection device of claim 22, wherein the
interface comprises a display for displaying structures
detected and classified by the detector.

24. The detection device of claim 21, further comprising a
device configured to quantity diagnostic parameters in a
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structure designated by the operator, and a device configured
to compare the diagnostic parameters between at least two
images, wherein the interface comprises a display for display-
ing diagnostic parameters and a result of the comparison done
by the comparison device.

25. The computer device of claim 20, wherein step (b)(i)
further comprises a decision of aggregating regions of the
plurality of regions into a region of interest depending on
shape and size of said regions, so that the device does not link
small regions based on region shape and region size criteria

calculate a linkage cost between two regions based upon

size and shape of said two regions; and

link regions into a region of interest according to a mini-

mum linkage cost rule.

26. The computer device of claim 20, wherein step (b)(i),
further comprises a decision of aggregating regions of the
plurality of regions into a region of interest depending on
shape and size of said regions, so that the device does not link
small regions, that thus become respective regions of interest,
based on region shape and region size criteria.
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